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Neuronoveé site: Architektura umelého mozku

Neuronova sit je matematicky model sloZzeny z velkého mnozstvi vzadjemné propojenych vypocetnich
jednotek - neuronu. Sit se neu¢i pomoci explicitnich instrukci, ale Gpravou sily spojeni (vah) mezi
témito neurony na zakladé predlozenych prikladd.

1. Struktura neuronové site

Standardni (doprednd) neuronova sit je organizovana do vrstev:

e Vstupni vrstva (Input Layer): Prijima data (napf. pixely obrazku nebo hodnoty v tabulce).

o Skryté vrstvy (Hidden Layers): Zde probihd samotné , premysleni“. Sit extrahuje rysy a
vzorce. Cim vice je téchto vrstev, tim je sit ,hlubsi“ (Deep Learning).

e Vystupni vrstva (Output Layer): Poskytuje koneCny vysledek (napf. pravdépodobnost, ze na
obrazku je kocka).

2. Jak funguje jeden neuron?

Umély neuron je v podstaté matematicka funkce, ktera provadi tfi kroky:

1. **VazZeny soucet:** Kazdy vstup do neuronu ma svou **vahu (weight)**,
kterd urcuje jeho dllezitost. Tyto vstupy se secltou.

2. **Bias (Zkresleni):** K soultu se prida konstanta, ktera neuronu umoZziuje
1épe se prizplsobit datdlm.

3. **Aktivacni funkce:** Vysledek projde funkci (napr. ReLU nebo Sigmoid),
ktera rozhodne, zda a jak silné bude neuron "palit" (aktivovat se) dale do
sité.

3. Proces uceni (Backpropagation)
Uceni neuronové sité je iteraCni proces, ktery probiha ve dvou fazich:

Dopredny chod (Forward Pass)

Data projdou siti od vstupu k vystupu a sit vygeneruje predpovéd. Na zacatku je tato predpovéd
nahodna a chybna.
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Zpétné sireni chyby (Backpropagation)

1. **Loss Function (Ztrdtova funkce):** Vypolita se rozdil (chyba) mezi
predpovedi sité a skutecnym spravnym vysledkem.

2. **Qptimizer:** Algoritmus (napf. Gradient Descent) projde sit pozpatku a
mirné upravi vahy u vSech neuronl tak, aby byla chyba pristé mensi.

Tento proces se opakuje milionykrat (na tzv. epochy), dokud sit nedosahuje vysoké presnosti.

4. Typy neuronovych siti

Podle toho, jak jsou neurony propojeny, rozlisujeme rizné typy siti pro réizné Glohy:

* CNN (Konvolucni sité): Specializované na obraz. Dokazou rozpoznat hrany, tvary a objekty.

* RNN (Rekurentni sité): Maji ,pamét”, jsou vhodné pro sekvencni data (Casové rady, preklad
textu).

e Transformery: Moderni architektura (zaklad ChatGPT), ktera dokaze zpracovavat obrovské
mnozstvi dat paralelné a chapat kontext mezi vzdalenymi slovy v textu.

5. Hardware pro neuronové sité

Trénovani siti vyzaduje obrovské mnozstvi matematickych operaci (nasobeni matic). Proto se misto
klasickych procesor( (CPU) pouZivaiji:

* GPU (Grafické karty): Navrzeny pro masivni paralelni vypocty.
» TPU (Tensor Processing Units): Cipy navrzené Googlem specialné pro zrychleni vypo¢td
neuronovych siti.

Souvisejici ¢lanky:
e Strojové uceni: Siréi kontext
e Uméla inteligence: Filozofie a historie
e Python: Knihovny TensorFlow a PyTorch
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