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Deep Learning (Hlubokeé uceni)

Deep Learning (DL) je podmnozina strojového uceni, ktera je zaloZzena na pouzivani umélych
neuronovych siti s mnoha vrstvami (proto ,hluboké"). Tato technologie se snazi napodobit zpUsob,
jakym lidsky mozek zpracovava informace a uci se z velkého mnozstvi dat.

Zatimco klasické strojové uceni ¢asto vyzaduje lidsky zasah pro extrakci priznakd (feature
engineering), Deep Learning je schopen se tyto pfiznaky naucit automaticky pfimo ze surovych dat.

1. Architektura hlubokych siti

Hluboka sit se sklada ze tri zakladnich typl vrstev:

e Vstupni vrstva (Input Layer): Prijima surova data (napf. pixely obrazku nebo cCiselné
hodnoty).

o Skryté vrstvy (Hidden Layers): Zde probiha vlastni ,hluboké” uceni. Kazda dalsi vrstva
extrahuje komplexnéjsi informace (napf. prvni vrstva najde hrany, druha tvary, treti celé
objekty).

e Vystupni vrstva (Output Layer): Poskytuje finalni vysledek (napf. klasifikaci ,pes” nebo
~kocka").

2. Klicové rozdily oproti strojovému uceni

Vlastnost Strojové uceni (Tradicni) Deep Learning

Funguje dobre i s mensim VyZaduje masivni datasety pro dosazeni
mnozstvim dat. vysoké presnosti.

VyZaduje vysoky vykon GPU (grafické
karty) nebo TPU.

Clovék musi definovat, co je dlezZité|Sit si dlileZité znaky najde sama v ramci
(napf. tvary usi). tréninku.

Doba trénovani Sekundy az hodiny. Dny az tydny (u velkych modelQ).

Zavislost na datech

Hardwarové naroky|Lze spustit na bézném CPU.

Extrakce pFiznaku

3. Typy neuronovych siti v DL

Deep Learning vyuziva rlizné architektury podle typu reseného problému:

* CNN (Convolutional Neural Networks): Specializované na zpracovani obrazu a videa
(rozpoznavani objektl).

* RNN (Recurrent Neural Networks): Vhodné pro sekvencni data, jako je fe€ nebo Casové
rady.

» Transformer: Moderni architektura pro text (NLP), kterd stoji za modely jako ChatGPT.

* GAN (Generative Adversarial Networks): Dvé sité, které soupefi mezi sebou (jedna tvori
padélky, druhd je odhaluje), pouziva se pro generovani realistickych obrazkd (Deepfake).
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4. Jak probiha uceni?

Proces uceni v hlubokych sitich stoji na dvou matematickych pilifich:

1. Forward Propagation: Data projdou siti a na konci vypadne odhad.

2. Loss Function (Chybovd funkce) Vypocita se rozdil mezi odhadem a
skutecnosti (chyba).

3. Backpropagation (Zpétné Sirfeni chyby): Chyba se Siri zpét siti a pomoci
algoritmu Gradient Descent se upravuji vahy (propojeni) mezi neurony tak,
aby pristé byla chyba mensi.

[Image showing forward and backward propagation cycles in a neural network]

5. Aplikace v praxi

» Autonomni vozidla: Detekce chodcl, znacek a jizdnich pruhl v redlném case.

« Virtualni asistenti: Siri, Alexa a Google Assistant vyuzivaji DL pro rozpoznavani hlasu.

» Medicina: Analyza rentgenovych snimk0 pro detekci nadorl s presnosti ¢asto vyssi nez u
lékard.

» Financni trhy: Predikce vyvoje cen akcii a detekce podvodnych transakci.

Dulezité: Deep Learning je ¢asto kritizovan jako ,Black Box" (¢ernd skfifika). | kdyz vime, jak sit
natrénovat, je extrémné obtizné prfesné vysvétlit, proC se u konkrétniho pripadu rozhodla tak, jak
se rozhodla.

Zpét na Al rozcestnik
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