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Fairness (Férovost v Al)

Fairness v oblasti Al oznacuje proces zajisténi toho, aby rozhodnuti u¢inéna modely strojového uceni
byla spravedliva a nezvyhodnovala nebo neposkozovala urcité jednotlivce Ci skupiny. Protoze se
modely uci z historickych dat, mohou snadno prevzit a dokonce posilit lidské predsudky, které jsou v
téchto datech obsazeny.

1. Zdroje nespravedinosti (Bias)

Zaujatost (bias) se do systému mize dostat v rliznych fazich:

 Bias v datech (Historical Bias): Data odrazeji existujici spolec¢enské nerovnosti. Pokud
napfiklad firma v minulosti najimala prevazné muze, model se naudi, ze ,muz" je dllezitym
znakem Uspésného kandidata.

e Reprezentacni bias: Urcita skupina je v trénovacich datech zastoupena méné (napf.
algoritmus na rozpoznavani obli¢ejd trénovany prevazné na svétlé pleti bude mit vyssi
chybovost u lidi s tmavou pleti).

« Algoritmicky bias: Samotna matematicka optimalizace modelu mdze uprednostrovat
vétsinovou skupinu, aby dosahla co nejvyssi celkové presnosti, i za cenu chyb u mensin.

2. Jak mérit férovost?

Existuje neékolik matematickych definic férovosti, které si vSak mohou navzajem odporovat:

Metrika Definice Priklad
Demographic Parity Przv:\vde;,)odot?n(,)st kIacjneho vysIedku by SEngne procentvo slcvhvalenych
mela byt stejna pro vsechny skupiny. pujcek pro muze i zeny.

Model by mél mit stejnou Uspésnost v

Equal Opportunity |identifikaci ,dobrych” kandidatd napfric¢ Stejna mira (True Positive Rate)

u vSech etnik.

skupinami.
Individual Fairness Pgdobm jedinci by méli dostat podobné D_va Ilge se stejnym prijmem a
vysledky. historii dostanou stejny urok.

3. Metody napravy (Mitigation Strategies)

Boje proti zaujatosti se vedou ve tfech fazich zivotniho cyklu modelu:

1. **Pre-processing:** Uprava trénovacich dat (napf. pfevédzeni vzorkd nebo
odstranéni citlivych atributd).

2. **In-processing:** Zména samotného algoritmu pridanim "pokuty" za
nespravedlivd rozhodnuti primo do ztrdtové funkce (loss function).

3. **Post-processing:** Uprava koneénych vysledk(l modelu tak, aby spliiovaly
zvolena kritéria férovosti.

[Image showing Al fairness intervention stages: pre-processing, in-processing, and post-processing]
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4. Pro¢ je to dulezité?

e Pravni rizika: Regulacni rdmce jako EU Al Act zavadéji prisna pravidla pro ,vysoce rizikové"“
Al systémy (v naboru, soudnictvi, zdravotnictvi).

 Duvéra verejnosti: Skandaly s nespravedlivymi algoritmy (napf. COMPAS pro predpovidani
recidivy v USA) mohou vést k naprosté ztraté divéry v Al.

* Ekonomicky dopad: Pokud model nespravedlivé vylouci bonitni klienty, firma pfichazi o zisk.

5. Paradoxy férovosti

Jednim z nejvétsich problémd je, Ze nelze vyhovét véem definicim férovosti najednou. Casto
musime obétovat malou ¢ast celkové presnosti (accuracy) vymenou za vétsi spravedinost. Tomu se
fika Fairness-Accuracy Trade-off.

Zajimavost: Amazon musel v roce 2018 zrusit sv{j experimentalni ndborovy nastroj zaloZeny na

Al, protoZe se ukdazalo, ze systematicky diskriminuje zeny. | kdyZ z dat odstranili informaci o
pohlavi, model se naucil identifikovat ,muzsky styl“ psani zivotopist a preferoval ho.

Zpét na Al rozcestnik
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