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Velké jazykové modely (LLM)

Velké jazykové modely (Large Language Models - LLM) jsou pokrocilé algoritmy umélé
inteligence (Al) zalozené na hlubokém uceni (Deep Learning), které jsou schopny porozumét,
generovat a manipulovat s lidskym jazykem.

Tyto modely jsou trénovany na masivnim mnozstvi textovych dat (knihy, ¢lanky, kdd, internetové
diskuze), diky Cemuz se uci statistické vazby mezi slovy a dokazi predikovat, jaky text by mél
nasledovat.

1. Architektura a princip fungovani

VétSina modernich LLM je postavena na architekture Transformer, kterou v roce 2017 predstavil
Google (paper , Attention Is All You Need“).

Vysvétleni o co jde v Attention Is All You Need

Dominantni modely sekvencni transdukce jsou zalozeny na komplexnich rekurentnich nebo
konvoluc¢nich neuronovych sitich v konfiguraci kodér-dekodér. Nejvykonnéjsi modely také propojuji
kodér a dekodér prostfednictvim mechanismu pozornosti. Navrhujeme novou jednoduchou sitovou
architekturu, Transformer, zaloZzenou vyhradné na mechanismech pozornosti, kterd zcela vylucuje
rekurence a konvoluce. Experimenty se dvéma Ukoly strojového prekladu ukazuji, ze tyto modely jsou
kvalitnéjsi, [épe paralelizovatelné a vyzaduji vyrazné méné Casu na trénink. Nas model dosahuje skére
28,4 BLEU v Ukolu prekladu z anglictiny do némciny WMT 2014, ¢imz pfekonava dosavadni nejlepsi
vysledky, véetné ansambl{, o vice nez 2 BLEU. V prekladové Uloze z angli¢tiny do francouzstiny WMT
2014 dosahuje nas model nového Spickového skére BLEU 41,8 po 3,5 dnech tréninku na osmi GPU,
coz je zlomek nakladd na trénink nejlepsich modeld z literatury. Ukazujeme, Ze Transformer se dobre
generalizuje na jiné Ukoly, a to diky Usp&snému pouziti na analyzu anglickych vétnych ¢lend jak s
velkym, tak s omezenym mnozstvim trénovacich dat.

» Tokenizace: Text neni zpracovavan jako cela slova, ale jako ,tokeny*” (Casti slov, slabiky).

 Attention Mechanism (Mechanismus pozornosti): Umoziuje modelu vazit ddlezitost
rlznych slov ve vété bez ohledu na jejich vzdalenost (napr. pochopeni kontextu zajmena na
konci dlouhého odstavce).

» Parametry: ,Neurony” sité. Cim vice parametrl model mé (miliardy az biliony), tim je obvykle

vivs

2. Vyuziti LLM v praxi

LLM nejsou jen o chatovani. V IT a byznysu maiji Siroké uplatnént:

» Generovani kodu: Psani funkci, refactoring, hledani bugl (napf. GitHub Copilot).

» Analyza a sumarizace: Zpracovani dlouhych dokumentd, extrakce kli¢ovych informaci.
» Preklad: Vysoce kvalitni kontextové preklady mezi jazyky.

e Kreativni psani: Marketingové texty, e-maily, scénare.
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* RAG (Retrieval-Augmented Generation): Propojeni LLM s firemni databazi pro odpovidani
na dotazy nad vlastnimi daty.

3. Prehled jednotlivych modelu (Inteligenci)

Trh s LLM se déli na uzavrené (proprietary) modely, které bézi na serverech poskytovatele, a
otevrené (open-weights/source) modely, které Ize provozovat lokalné.

A. OpenAl (Rodina GPT)

Prikopnik moderni éry generativni Al.

e GPT-3.5 Turbo: Rychly, levny model, ktery odstartoval manii kolem ChatGPT. Dnes jiz
zastaraly.

e GPT-4: Dlouho povazovan za krale LLM. Vynikajici v logice, kédovani a slozitych instrukcich.

¢ GPT-40 (Omni): Multimodalni model (text, audio, video v realném Case). Rychlejsi a levnéjsi
nez GPT-4.

» 0l (Strawberry): Nova tfida modell zamérena na ,reasoning” (uvazovani). Pfed odpovédi
~premysli“ (Chain of Thought), coz ho ¢ini excelentnim v matematice a programovani, ale
pomalejSim pro bézny chat.

B. Google (Rodina Gemini)

Google sjednotil své predchozi projekty (PaLM, LaMDA) pod znacku Gemini. Jsou nativné multimodaini.

e Gemini Nano: Nejmensi verze, ur¢ena pro béh pfimo v mobilnich telefonech (Android).

» Gemini Flash: Optimalizovany pro rychlost a efektivitu, velka kontextova pamét (az 1M
tokend).

* Gemini Pro: Zlaty stfed, hlavni konkurent GPT-4o.

e Gemini Ultra: Nejvykonné&jsi model pro nejnaro¢né;jsi dlohy.

C. Anthropic (Rodina Claude)

Firma zalozena byvalymi zaméstnanci OpenAl, zaméruje se na bezpecnost a etiku (,Constitutional
Al“).

* Claude 3 Haiku: Extrémné rychly a levny model, idedini pro Cteni velkého mnoZzstvi dat.

e Claude 3.5 Sonnet: Aktualné (2024/2025) ¢asto hodnocen jako nejlepsi model na svété pro
kdédovani a psani, prekonavajici GPT-40 v nuancich.

 Claude 3 Opus: Plvodni vlajkova lod, velmi silna v kreativnim psani.

D. Meta (Rodina Llama)

Meta (Facebook) razi cestu Open Weights. Modely dava k dispozici komunité zdarma.
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e Llama 2: Starsi generace, ktera definovala standard pro open-source.
e Llama 3 (8B, 70B, 405B): Soucasna Spi¢ka open-source.
o 8B: Lehky model, bézi na béznych GPU.
o 70B: Vykonny model srovnatelny s GPT-3.5/4.
o 405B: Masivni model konkurujici GPT-40, ale vyZaduje obrovsky hardware.

E. Mistral Al (Evropska sSpicka)

Francouzsky startup, ktery je velmi efektivni a popularni mezi vyvojafi.

e Mistral 7B: Maly, ale velmi schopny model.

e Mixtral 8x7B (MoE): Vyuziva architekturu Mixture of Experts. Model se sklada z nékolika
mensich siti, které se aktivuji podle potreby. Velmi rychly a efektivni.

e Mistral Large: Uzavrieny model, konkuruje GPT-4.

e Codestral: Specializovany model pro programovani.

F. Ostatni vyznamné modely

» Grok (xAl): Model Elona Muska, integrovany do sité X (Twitter). Ma pristup k redlnym datlm z
této sité a vyznacuje se mensimi zabranami (,,vzpurny méd*).

 Phi (Microsoft): Série ,Small Language Models” (SLM). Trénované na ucebnicovych datech,
aby byly extrémné malé, ale logicky zdatné.

e Command R+ (Cohere): Specialista na RAG a praci ve firemnim prostredi, exceluje v citovani
zdrojd.

4. Vyzvy a rizika

Halucinace: LLM neumi ,fakta“, pouze predikuje slova. MiZe sebevédomé tvrdit naprosté
nesmysly.

Context Window (Kontextové okno): Omezend pamét modelu. Jakmile konverzace presahne
limit (napr. 128k tokenl), model zapomina zacatek.

Bias (Predpojatost): Modely prejimaji stereotypy z trénovacich dat.
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