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Machine Learning a Neuronové site

Machine Learning (ML), Cesky strojové uceni, je podoblast umélé inteligence (Al), ktera se zabyva
algoritmy a statistickymi modely, jez pocitacovym systémlm umoznuji fesit tkoly bez explicitniho
naprogramovani pro kazdy konkrétni pfipad. Misto toho se systémy ,uci“ z dat, identifikuji v nich
vzory a na jejich zakladé Cini rozhodnuti nebo predikce.

Moderni ML je Uzce spjato s Neuronovymi sitémi (Neural Networks), které tvori zaklad tzv.
hlubokého uceni (Deep Learning).

[Image of Al vs Machine Learning vs Deep Learning diagram]

1. Historie: Od teorie k praxi

Vyvoj ML nebyl prfimocary. ProSel nékolika obdobimi nadseni (,,Al Summer“) a stagnace (, Al Winter").

Obdobi Klicové milniky Charakteristika

Alan Turing (Turinglv test), Frank Rosenblatt (Perceptron - prvni
neuronova sit). Vznikaji prvni teoretické modely neurond.

Zjistilo se, ze jednoduché perceptrony neumi resit nelinearni
problémy (napf. funkci XOR). Vyzkum byl utlumen.

Popularizace algoritmu Backpropagation (Geoffrey Hinton a

1940s-1950s|Zrozeni myslenky

1960s-1970s|Prvni zima

1980s Renesance dalsi). Umoznilo to trénovat vicevrstvé sité. Vznikaji expertni
systémy.
Dominuji metody jako Support Vector Machines (SVM) a Random
1990s Statisticky pristup |Forests. Neuronové sité jsou povazovany za pfilis narocné na
vypocetni vykon.
2010s Deep Learning Nastup GPU (Nvidia) a Big Data. Prllom v rozpoznavani obrazu
Boom (AlexNet, 2012). Zrod moderni Al.

Era Transformer(l (BERT, GPT). Modely generuji text, kdd, obraz

2020s Generativni Al . . b .
a video na lidské Urovni.

2. Jak funguji Neuronové sité

Umélé neuronové sité (ANN) jsou volné inspirovany biologickymi neurony v lidském mozku.
2.1 Struktura sité

Sit se sklada z vrstev (Layers):

1. Vstupni vrstva (Input Layer): Pfijima surova data (pixely obrazku, slova textu).
2. Skryté vrstvy (Hidden Layers): Zde probiha ,magie”. Cim vice vrstev, tim je sit ,hlubsi“
(Deep Learning). Zde se extrahuji rysy.
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3. Vystupni vrstva (Output Layer): Poskytuje finalni vysledek (napr. pravdépodobnost, ze na
obrazku je kocka).

2.2 Klicové mechanismy

* Neuron: Zakladni jednotka, kterd ma vstupy, vahy (weights) a aktivacni funkci.

* Vahy (Weights): Cisla, ktera urcuji silu spojeni mezi neurony. Béhem uceni se tyto hodnoty
upravuji.

e Aktivacni funkce (Activation Function): Rozhoduje, zda se neuron ,aktivuje” (posle signal
dal). Priklady: ReLU, Sigmoid, Tanh.

» Backpropagation (Zpétna propagace): Algoritmus, ktery po vyhodnoceni chyby (rozdil mezi
tipem sité a realitou) projde siti pozpatku a upravi vahy tak, aby byla chyba pristé mensi.

3. Typy uceni (Paradigmata)

Ne vSechny modely se uci stejné. RozliSujeme tfi hlavni pristupy:

1. Supervised Learning (Uceni s ucitelem):
1. Model dostane data i spravné odpovedi (labely).
2. Priklad: Detekce spamu (e-maily oznacené jako spam/ne-spam).
2. Unsupervised Learning (Uceni bez ucitele):
1. Model dostane jen data, hleda v nich strukturu sam.
2. Priklad: Segmentace zakaznikl (shlukovani podobnych nékupnich chovani).
3. Reinforcement Learning (Posilované uceni):
1. Agent se uc¢i metodou pokus-omyl v prostredi, kde dostava odmény nebo tresty.
2. Priklad: Trénovani robotl k chiizi nebo Al hrajici Sachy (AlphaZero).

4. Pristup korporaci k Machine Learningu

Velké technologické firmy (Big Tech) dnes nejsou jen uzivateli ML, ale hlavnimi tvlrci nastrojl a
vyzkumu.

Google (Alphabet)

Google se definuje jako ,Al First” spoleCnost.

» Vyzkum: Vlastni laborator Google DeepMind (tvirci AlphaGo, AlphaFold).

e Infrastruktura: Vyvinuli vlastni Cipy TPU (Tensor Processing Unit) pro akceleraci ML.
* Framework: Vytvorili TensorFlow, jednu z nejpopuldrnéjsich knihoven pro ML.

* Produkty: Vyhledavani, prekladac¢, Gemini.

Meta (Facebook)

Meta sézi na otevrenost a socialni interakce.
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» Open Source: Vyvinuli PyTorch (dnes standard v akademickém vyzkumu i prdmyslu) a
zverejnuji modely rady Llama. Tim demokratizuji pristup k velkym modeltm.
e Cil: Vyuziti Al pro doporucovani obsahu (Instagram Reels) a budovani Metaverse.

Microsoft

Microsoft zvolil strategii partnerstvi a integrace.

» OpenAl: Investovali miliardy dolar do tvlirce ChatGPT, ¢imz ziskali exkluzivni pristup k
modellim GPT pro své produkty.

e Copilot: Masivni integrace Al do Windows, Office 365 a GitHubu.

» Azure Al: Poskytovani cloudové infrastruktury pro trénink modeld jinych firem.

NVIDIA

vvvvvv

» Hardware: Jejich grafické karty (GPU) H100/B200 jsou ,lopatami ve zlaté horecce”. Prakticky
vSechny moderni neuronové sité se trénuji na Cipech Nvidia.
» CUDA: Softwarova vrstva, ktera uzamkla vyvojare v ekosystému Nvidia.

Amazon (AWS)

Zameérfuje se na praktické vyuziti a B2B sluzby.

* Bedrock & SageMaker: Platformy, které umoznuji firmam snadno stavét a nasazovat vlastni
ML modely v cloudu.
* Logistika: ML fidi jejich sklady, roboty a predikci poptavky.

5. Budoucnost a trendy

e Multimodalita: Modely, které ,vidi“, ,slysi“ a ,mluvi” zaroven.

» Edge Al: Presun inteligence z cloudu pfimo do zafizeni (mobily, 10T), kvili soukromi a rychlosti.

« Etika a regulace: Redeni problém( jako bias (pfedpojatost), deepfakes a autorska prava (EU Al
Act).

Souvisejici ¢lanky:

e Prehled ML algoritm(
 Velké jazykové modely (LLM)
e Grafické akceleratory pro Al
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