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Neuronova sit (Umela neuronova sit)

Uméla neuronova sit (ANN - Artificial Neural Network) je vypocetni model inspirovany strukturou a
fungovanim biologickych neurond v lidském mozku. Je to zakladni nastroj strojového uceni, ktery se
dokaze ucit rozpoznavat vzorce, klasifikovat data a predpovidat budouci jevy.

Namisto toho, aby byl programatorovi zadan presny algoritmus ,krok za krokem*, neuronova sit se
uci pomoci prikladl a postupné Gpravy vnitfnich parametrd.

1. Zakladni stavebni prvek: Umély neuron

Umeély neuron (perceptor) je matematicka funkce, kterd pracuje ve trech krocich:

e Vstupy (Inputs): Prijima signaly (data), kde kazdy vstup ma svou vahu (weight). Vaha urcuje
dllezitost daného vstupu.

e Sumacni funkce: VSechny vadzené vstupy se sectou a pricte se k nim tzv. bias (posun).

e Aktivacni funkce: Vysledek projde funkci (napf. Sigmoid nebo ReLU), kterd rozhodne, zda a
jak silny signal neuron posle dal.

2. Struktura sité (Vrstvy)

Neurony jsou organizovany do vrstev. Informace standardné protéka smeérem od vstupu k vystupu:

 Vstupni vrstva (Input Layer): Pfijima data z vnéjsiho svéta (napr. hodnoty pixel().

o Skryté vrstvy (Hidden Layers): Zde probiha hlavni zpracovani. Sité s mnoha skrytymi
vrstvami nazyvame hlubokymi sitémi.

e Vystupni vrstva (Output Layer): Produkuje finalni vysledek (napf. pravdépodobnost, ze na
obrazku je ,auto”).

3. Proces uceni (Trénovani)

Uceni neuronové sité je proces optimalizace vah. Probihd v nekonecnych cyklech:

* Forward Pass (Dopredny chod): Data projdou siti a ta vygeneruje odhad.

* Vypocet chyby: Odhad se porovna se skute¢nym vysledkem pomoci ztratové funkce (Loss
Function).

» Backpropagation (Zpétné Sireni chyby): Algoritmus vypocita, jak moc se jednotlivé vahy
podilely na chybé.

» Optimizer (Optimalizator): Upravi vahy tak, aby v pristim kole byla chyba mensi (nejCastéji
metodou Gradient Descent).
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4. Klicové typy siti

Typ |Nazev

Hlavni vyuziti

MLP Multi-Layer Perceptron

Zakladni tabulkova data, jednoduché predikce.

CNN Convolutional Neural Network

Zpracovani obrazu, rozpoznavani objektd.

RNN Recurrent Neural Network

Zpracovani textu, reci a ¢asovych rad (méa ,,pamét").

GAN |Generative Adversarial Network

Generovani realistickych obrazkl a syntetickych dat.

5. Vyhody a limity

» Vyhody: Schopnost resit nelinedrni problémy, odolnost vici Sumu v datech a vysoka presnost v
komplexnich Glohach (vize, jazyk).

e Limity: VyZaduji obrovské mnozstvi dat, vysoky vypocetni vykon (GPU) a trpi problémem
»cerné skrinky"” - je tézké vysvétlit, proc sit dospéla k urcitému vysledku.

Zajimavost: Prvni model umélého neuronu vznikl jiz v roce 1943 (McCulloch-Pitts), ale skutecny
rozmach nastal az po roce 2010 diky dostupnosti vykonnych grafickych karet a velkych dat (Big

Data).
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