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TensorFlow: Pruvodce frameworkem pro
Deep Learning

TensorFlow je open-source knihovna pro strojové uCeni a hluboké uceni (deep learning), kterou
vyvinul tym Google Brain. Je navrzena tak, aby umoznovala snadné skélovani vypoctd od mobilnich
zafizeni az po obrovské klastry v datovych centrech.

Klicové vlastnosti

» Ekosystém: TensorFlow neni jen knihovna, ale cela platforma zahrnujici nastroje pro vizualizaci
(TensorBoard), nasazeni (TF Serving) a mobilni zafizeni (TF Lite).

* Flexibilita: Umoznuje definovat vypocty pomoci grafl, coz optimalizuje vykon na CPU, GPU i
TPU.

e Keras API: Od verze 2.0 je vysokoUrovnové rozhrani Keras integrovano prfimo do TensorFlow,
coz drasticky zjednodusilo psani kodu.

Co je to Tensor?

Zakladni datovou jednotkou v TensorFlow je Tensor. Je to v podstaté vicerozmérné pole (zobecnéni
matice).

Typ |Rozmér|Priklad

Skalar (0D 5

Vektor|1D '[1, 2, 3]
Matice|2D '1,2],[3, 4
Tensor(nD Pole s n-dimenzemi

Architektura TensorFlow

Vypocty v TensorFlow probihaji formou datovych tokd (data flow graphs). Uzly v grafu predstavuji
matematické operace, zatimco hrany predstavuji tensory, které mezi nimi proudi.

1. TensorFlow Core
Nizkolroviiové C++ engine, ktery se stara o distribuované vypocty a komunikaci s hardwarem.
2. Keras (Vysoka uroven)

UZivatelsky privétivé API pro rychlé prototypovani. Vétsina vyvojard pracuje pravé zde.
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3. TensorFlow Extended (TFX)

End-to-end platforma pro nasazeni produk¢nich ML modeld (pipeline, sprava dat).

Priklad kodu: Linearni regrese

Nasledujici ukdzka ukazuje, jak v TensorFlow 2.x vytvofit jednoduchy model:

import tensorflow as tf
from tensorflow.keras import layers

# Vytvoreni sekvencniho modelu

model = tf.keras.Sequential([
layers.Dense(64, activation='relu', input shape=(10,)),
layers.Dense(1)

1)

# Kompilace modelu

model.compile(optimizer="adam',
loss="'mean _squared error',
metrics=['mae'])

# Vypis struktury
model.summary ()

Vyhody a nevyhody

Vyhody Nevyhody

Spi¢kové podpora pro produkéni nasazeni |Vy$si strmost u¢eni oproti PyTorch
Podpora pro TPU (Tensor Processing Units)|Nékdy zbytecné komplexni dokumentace
Velkd komunita a mnozstvi ndvodu Starsi verze (1.x) nejsou kompatibilni s 2.x

Nastroje pro vizualizaci

Jednou z nejvétsich zbrani TensorFlow je TensorBoard. Umoziuje sledovat:

* Priibéh ztratové funkce (loss) a presnosti (accuracy) v readlném case.
e Strukturu vypocetniho grafu.
* Histogramy vah a biasd v neuronové siti.

Poznamka: Pokud s TensorFlow zacinate, doporucuje se vyuzit sluzbu Google Colab, ktera nabizi
zdarma pristup k vykonnym GPU pfimo v prohlizeci.

Souvisejici témata:
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« Uvod do neuronovych sitf
e Srovnani s PyTorch
e Podrobny manual pro Keras
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