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TPU (Tensor Processing Unit)

TPU je integrovany obvod specificky pro danou aplikaci (ASIC), ktery Google vyvinul od zakladu pro
svij framework TensorFlow. Jeho hlavnim cilem je poskytnout radové vyssi vykon pri nizsi spotrebé
energie pro trénovani a inferenci (provoz) velkych modell Al, jako jsou LLM nebo difuzni modely.

1. Architektura: Proc je TPU jiny?

Klicem k vykonu TPU je architektura Systolic Array (systolické pole).

e CPU/GPU: Pri kazdém vypocCtu musi procesor pristupovat k pameéti (registru), provést operaci a
vysledek ulozit. To vytvari uzké hrdlo (tzv. von Neumannovo hrdlo).

e TPU: Data protékaji polem aritmetickych jednotek jako vina (podobné jako krev v srdci - odtud
»Systolické”). Tisice ndsobeni a scitani probéhnou v jednom taktu bez neustalého zapisu do
paméti. To extrémné zrychluje nasobeni matic, coz je 90 % prace pfi trénovani Al.

2. Srovnani: CPU vs. GPU vs. TPU

Procesor|Charakteristika Prirovnani

CPU Flexibilni, zvlddne jakykoli kod, ale pomalu. Svycarsky niz.

Rychla dodavka (uveze hodné

GPU Tisice jader pro paralelni vypocty (grafika, Al). balikéi najednou)

TPU Extrémné rychly, ale pouze pro specifické Al operace. Nakladni vlak na vyhrazené trati.

3. Generace TPU

Google neustale vyviji nové verze, které jsou dostupné skrze Google Cloud Platform (GCP):

* v1: Pouze pro inferenci (pouzivani jiz hotovych modeld).

* v2 a v3: Pfiddna podpora pro trénovani modell a moznost zapojeni do tzv. TPU Podi
(superpocitach).

» v4 a v5p: Soucasna Spicka, optimalizovana pro trénovani obfich modeld jako Gemini nebo
PaLM.

4. Cloud TPU a TPU Pods

TPU se bézné neprodavaiji jako samostatné karty do PC (jako NVIDIA GPU). Jsou dostupné jako
cloudova sluzba.

» TPU Pod: Seskupeni stovek az tisici TPU Cipl propojenych ultra-rychlou siti. To umozniuje
trénovat modely, které by na béznych pocitacich trvaly roky, béhem nékolika dnd.
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5. Vyhody a omezeni

Vyhody:

¢ Vykon na watt: Mnohem Uspornéjsi nez GPU pfi stejném vykonu.
¢ Rychlost: Idealni pro obfi maticové operace v hlubokém uceni.
» Ekosystém: Perfektni integrace s Google Cloud a frameworky TensorFlow/JAX.

Omezeni:

« Specializace: Spatné si poradi s kédem, ktery neni zaloZen na tenzorech (napt. klasické
vétveni programu).

» Uzavrenost: Hardware vlastni a provozuje vyhradné Google.

 Cena: Prondjem vykonnych TPU verzi mlze byt pro mensi projekty velmi nékladny.

Zajimavost: TPU Cipy byly pouzity k porazeni svétového Sampiona ve hfe Go systémem AlphaGo.
Pravé diky TPU mohl systém propocitat miliony tahl v redlném ¢ase béhem zapasu.
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